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1. INTRODUCTION AND STATEMENT OF RESULTS

The well-known Favard theorem in the theory of orthogonal polyno-
mials says that any sequence of polynomials p,, n >0, satisfying a three-
term recurrence relation of the form

xpn(x):an+1pn+l(x)+bnpn(x)+anpn—l(x)a nZOa (11)

with a,>0, b,eR, and po=1, p_, =0, is a sequence of orthonormal
polynomials with respect to a probability measure p on R, ie.,

| Pn(6) () dp(x) = 5,5, (12)

see [2]. As a consequence, orthogonal polynomials on the real line can be
studied either from the orthogonality relation (1.2) or from the recurrence
relation (1.1).

The zeros of the orthogonal polynomials p,, are real and simple, and they
are contained in the convex hull of the support of the orthogonality
measure. An object of frequent study is the asymptotic distribution of the
zeros for a sequence of orthogonal polynomials. Associated with p,, is its
normalized zero counting measure

o, , (1.3)

Xj, n
1

S|

INeE

v(p,) =

J

where x; ,, j=1, .., n are the zeros of p, and (SXM denotes the Dirac point
mass at the zero x;,. The measure v(p,) is a probability measure on the
real line. We say that the probability measure u is the asymptotic zero
distribution of the sequence {p,}, if

lim [ fdv(p,)= fd

n— oo

for every continuous function f on R that vanishes at oo.
Two basic results on the asymptotic zero distribution of orthogonal
polynomials are

ProrposiTiON 1.1 (see, e.g., [23, 37]). If the sequences of recurrence
coefficients {a,} and {b,} have limits a>0 and b € R, respectively, then the
polynomials p, generated by (1.1) have the asymptotic zero distribution
W4, 1 With density
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1 .
%: 7/ (B—t)t—a) e (14)

0, elsewhere,

where
a=b—2a, p=b+2a. (1.5)

The measure g, 4 is known as the arcsine measure on the interval
[« B]. It is also known as the equilibrium measure from logarithmic
potential theory of [«, f], see, e.g., [30].

ProrosiTiON 1.2 ([7], see also [32]). If the measure p is supported on
the interval [ o, f] and has a density with respect to Lebesgue measure which
is positive almost everywhere and if the polynomials p,, deg p, =n, satisfy
the orthogonality relation (1.2), then they have the asymptotic zero distribu-
tion wr,, g7 given by (1.4).

In fact, Proposition 1.2 is a special case of Proposition 1.1, which follows
from a result of Rakhmanov [26, 27], see also [19].

Extensions of Proposition 1.2 have been given for orthogonal polyno-
mials with respect to varying weights. The prototype result here is the
following:

ProOPOSITION 1.3. Let w be a continuous weight on the interval [o, ],
and let p, y, n=0,1, .., be the sequence of orthogonal polynomials with
respect to the measure w?™(x) dx, so that we have a two-dimensional table of
orthogonal polynomials. Then any ray sequence in this table has an
asymptotic zero distribution which is characterized by a minimal energy
problem with external field.

To be precise, if {n;}, {N;} are two sequences of natural numbers such
that N; — oo and n;/N; — t>0 as j — oo, then the polynomials P, N, have the
asymptotlc zero dlstrlbutzon Ly, » Where u,, , is the probability ‘measure on
[, B that minimizes the weighted energy

f log

among all probability measures u on [, f].

See [ 14, 20, 21]. See also the recent monograph of Saff and Totik [30]
for a comprehensive account of many results in this direction.

In view of the two different approaches to orthogonal polynomials, one
expects a companion result to Proposition 1.3 that would involve zero

) du() = f log w(x) du(x)
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asymptotics for orthogonal polynomials with varying recurrence coef-
ficients. Somewhat surprisingly, a general result in this direction has not
appeared in the literature before and it is the goal of this paper to fill this

gap.
To state our theorem we use the notation

to denote the property that in the doubly indexed sequence X, » we have

lim X N—X

]—)OO

whenever n; and N; are two sequences of natural numbers such that
N; — o0 and n;/N; — t as j — oo. For example, the convergence in Proposi-
tion 1.3 may be expressed by

llm v(pn N) /’lw,t‘

n/N —t

We will use this notation throughout the rest of the paper.
Our main result is the following.

THEOREM 1.4. Let for each NeN, two sequences {a, n} -y, dp n>0
and {b, x} 2o, b, n €R, of recurrence coefficients be given, together with
orthogonal polynomials p,, n generated by the recurrence

XD, N(X) =y 1 N Prv1, N(X) + Dy y Dy n(X)
+an,an71,N(x)s n>03 (16)

and the initial conditions py y =1 and p_, y =0. Suppose that there exist
two continuous functions a: (0, oo) — [0, o0), b: (0, c0) = R, such that

lim a, y=al(?), lim b, y=0b(¢) (L.7)

n/N -t n/N -t
whenever t > 0. Define the functions

a(t) :=b(1) —2a(t), p(t) :=b(1) + 2a(t), t>0. (1.8)
Then we have for every t >0,

1

t
n/ljlvnlt V(Pu )= 7 jo WD a(s), f(s)] ds. (1.9)
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Here wp, gy is the measure given by (1.4) if a < f. If o= f, then wr, gy is the
Dirac point mass at «.

Remark 1.5. The measure on the right-hand side of (1.9) is the average
of the equilibrium measures of the varying intervals [a(s), f(s)] for
0 <s <t Its support is given by

[ inf a(s), sup AB(s)]. (1.10)

O<s<t O<s<t

In particular, the support is always an interval. The support is unbounded
if & or f are unbounded near 0.

Remark 1.6. Theorem 1.4 has an obvious extension to polynomials that
are orthogonal with respect to a discrete measure supported on a finite set
of points, so that the three-term recurrence relation terminates. In some of
the examples in Section 4, such as the Krawtchouk polynomials, the
recurrence (1.6) terminates at n=N. Then the limit relation (1.9) only
holds for <1, provided, of course, that (1.7) holds for ¢ < 1.

Remark 1.7. Under some additional assumptions, Theorem 1.4 was
obtained earlier by Deift and McLaughlin [3] as part of their study of the
continuum limit of the Toda lattice. They assumed that « and f are smooth
functions having the following monotonicity properties:

(a) o is decreasing,

(b) p has at most one critical point, which, if it exists, is a maximum.

Without any substantial change in their arguments (which consist of a
detailed WKB analysis for difference equations), the condition (a) can be
replaced by

(a’") a has at most one critical point, which, if it exists, is a minimum.

It follows from (a’) and (b) that for each x, the set
{s>0:a(s) <x<p(s)}

is an interval. If we denote the end points of this interval by 7_(x) and
¢, (x), then the support of the measure (1.9) is given by

(xeR:1_(x)<1} (1.11)

and the measure itself is

i ! ds ) (112)
Tt s (x) \/([)’(s)—X)(X—OC(S))
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It should be noted that in all the examples we consider in Section 4 (and
in many more that we looked at, but did not include), the functions « and
[ satisfy the conditions (a’) and (b). So these seem to be very natural con-
ditions. In this connection we want to pose the following problem.

Problem 8. Give an example to Theorem 1.4 arising from a system of
orthogonal polynomials, known in the literature, such that the conditions
(a’) and/or (b) are not satisfied.

Any such example would be very interesting, especially if there is specific
information available about the associated orthogonality measures.

Remark 19. In a paper on eigenvalue distributions of random
Hermitian matrices [25, Theorem 2.2, Pastur presents a result on the
eigenvalues of large matrices from the so-called orthogonal polynomial
ensembles, which is similar to our Theorem 1.4. Pastur restricts himself to
the symmetric case (ie., b, y=0 for all » and N). In his (sketchy) proof
he compares the eigenvalue distributions to the zero distributions of
orthogonal polynomials given by varying recurrence coefficients. Extending
his arguments, which are based on estimates for Stieltjes transforms and
operator theory for Jacobi matrices, one may be able to obtain an alter-
native proof of Theorem 1.4. We believe, however, that the proof in our
paper is simpler.

Note that the factor 1/z is missing in formula (2.32) of [25].

Our second result deals with the behavior of the extremal zeros of the
orthogonal polynomials p, . We need to assume a little more.

THEOREM 1.10. Assume that the conditions of Theorem 1.4 are satisfied.
Assume, in addition, that the functions a(t) and b(t) are continuous at t =0,
and that (1.7) holds for t =0 as well. Let x,(n, N) denote the smallest zero
of p,. x and x,(n, N) its largest zero. Then for every t>0,

Iim x,(n, N)= min of(s), (1.13)
n/N —t 0<s<t
lim x,(n, N)= max f(s). (1.14)
n/N —t 0<s<t

Remark 1.11. That some additional assumption is needed in
Theorem 1.10 can be seen from the following example, see also Subsec-
tion4.1. If {a,} and {b,} are convergent sequences with limits 1/2 and 0,
respectively, then the polynomials p, generated by (1.1) belong to the
Nevai-Blumenthal class M(1, 0). Putting a,, y=a, and b, y=b, for every
N, we see that the assumptions of Theorem 1.4 are satisfied with a(¢)=1/2
and b(7)=0, so that a(z)=—1 and f(z)=1. It is easy to find {a,} and
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{b,} from the class M(1,0) such that the largest zero of p, does not con-
verge to 1. Indeed, it is enough to take b,> 1, since b, is the (only) zero
of p, and the largest zero of p,, n =2, is greater than b,.

The proofs of Theorems 1.4 and 1.10 can be found in Section 3. As a
preliminary result, which may be of independent interest, we first discuss a
general theorem on ratio asymptotics of orthogonal polynomials, see
Theorem 2.1 in Section 2, which generalizes an earlier result of Van Assche
and Koornwinder [38]. In Section 4 we present a large number of exam-
ples, in order to show that Theorem 1.4 presents a unifying approach to
various results that were treated separately in the literature. First we show
that Proposition 1.1 is a special case of Theorem 1.4. We go on to discuss
Jacobi polynomials with varying parameters which leads to the asymptotic
zero distributions first given in [31]. Then we consider discrete Chebyshev
polynomials and Krawtchouk polynomials, which satisfy a discrete
orthogonality. These polynomials were studied recently in [29] and [5, 6],
respectively. In Subsection 4.5 we look at regularly varying recurrence
coefficients, which appear when dealing with exponential weights (Freud
weights) on the real line and on unbounded discrete sets. In Section 4.6 we
show how Theorem 1.4 can be applied to ¢-polynomials with varying
parameter ¢g. The case of the Stieltjes—Wigert polynomials is worked out in
detail. Our final examples deal with Tricomi—Carlitz polynomials, whose
zero distributions were studied before in [ 12, 13] and Lommel polynomials.

2. RATIO ASYMPTOTICS

The proof of Theorem 1.4 is based on the following result on ratio
asymptotics of orthogonal polynomials with varying recurrence coefficients
which may be of interest in its own right.

THEOREM 2.1.  Suppose we have for each N € N, the sequences {a, y} -,
and {b, n}¥_o of recurrence coefficients, with a, x>0 and b, y€R. Let
Dn. v be the orthogonal polynomials generated by the recurrence (1.6). Let
t >0 and assume that

lim a, y=4, lim b, y=25, (2.1)

n/N—t n/N —t

for certain numbers A>=0 and BeR. Assume, in addition, that for some
t* > 1, there exist m< B—2A, M > B+ 2A such that all zeros of p, y belong
to [m, M) whenever n<t*N. Then

Ayt NPn+1,n(2) Z_B+ <Z_B>2_A2

li =
im 5

2.2
SRS 2 (22)
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uniformly on compact subsets of C\[m, M]. In (2.2) that branch of the
square root is taken which is positive for z> B+ 2A.

First we need a simple lemma which we singled out since it will be used

in the next section as well.

LEMMA 2.2.  Let {p,} be a sequence of orthogonal polynomials satisfying
the three-term recurrence (1.1). Suppose the zeros of p, ., are in [m, M].
Then

(a) For all ze C\[m, M],

Pa(2) 1
< . (2.3)
Api1Pns1(2)| dist(z, [m, M])
(b) For all ze C such that |z| >max(|m|, |M]),
Pa(2) 1
= . (2.4)
an+1pn+1(z) 2|ﬂ

Proof. The proof is based on the partial fraction decomposition

n+1

Pn(2) —Z

an+1pn+l(z j

where x4, ..., x,,, are the zeros of p,,; and d,, ..., d, ., are positive num-
bers that add up to 1. This follows from the fact that the zeros of p, and
Pn+1 are interlacing combined with the fact that the leading coefficients of
pnand a, . p,. are equal. Since all the zeros of p, ., are in [m, M], we
have |z —x;| > dist(z, [m, M]) for all j and (2.3) follows.

If |z| > max(|m]|, |M]), then |x;/z| <1 for all j and therefore

1 1
R = =1, .., 1.
e S

Hence
n+1 n+1
/GO 4 >1Re<z & >
i1 Pnr(2)] 12l |2 T=2x;/z[ 7 |2 1 —x;/z
1 n+1 1
di=—:.
2| | ;= Z 22|

This proves (2.4). |
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Proof of Theorem 2.1. We first note that the family of functions
{ pn, N(Z)

an+1,an+l,N(Z)

:n,NeN,nst*N} (2.5)

is uniformly bounded on compact subsets of C\[m, M ], since each of its
members satisfies the estimate (2.3). Hence (2.5) is a normal family on
C\[m, M].

Define

b(z) = <Z;B+ <Z;B>2—A2>l. (2.6)

We are going to prove inductively that if we have sequences n;, N, — oo
with n;/N; — t such that the functions

fi(z) = P, (%) (27)

pt 1, N P41, Nj(Z)

converge uniformly on compact subsets of C\[m, M], then

f(z):=1lim f(z)=¢(z)+ O(z~) (z— o0). (2.8)

Jj— o

This is clear if k =1, since f;(z) = O(1/z), for every j, because of (2.3) and
#(z) =1/z 4+ O(z~2), which follows immediately from the definition (2.6).

Now suppose that (2.8) holds for some k>1. Let n;, N; > oo with
n;/N; — t such that f; defined by (2.7) converges to f uniformly on compact
subsets of C\[m, M]. Since t<t* we may assume without loss of
generality that n; <*N; for every j. Put

pnj—l,Nj(Z)

gi(z):= , ze C\[m, M].

L, Nip"j’Nj(Z)

Then g; belongs to the family (2.5), which is normal, and therefore has a
subsequence that converges uniformly on compact subsets of C\[m, M].
Passing to such a subsequence, we may assume that the functions g; con-
verge on C\[m, M] with limit g, say. From the induction hypothesis we
obtain that

g2)=9d(2)+0(z7F)  (z— o). (2.9)
Rewriting the recurrence relation (1.6), we have

n,+ I,ijnj+1,Nj(Z) DPn—1,n,(2)

=z—b, y—a: y —1—~ )
pnj,Nj(z) K A ]anj,l\fjpnj,Nj(Z)
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Taking the limit j — oo and using (2.1), we find

f(IZ)=Z—B—A2g(Z), zeC\[m, M.

By (2.9) this leads to

f(lz):z—B—AZ(]S(z)—l—(ﬁ(z_k)ng(lz)—l—@(z_k), (2.10)

where we used that ¢ satisfies z— B — A%¢(z) = 1/¢(z), which is easy to
obtain from (2.6). Since ¢(z) = 1/z + O(z~2), we obtain from (2.10)

flz)= <1+ @(Z">>l_¢(z)—¢(z) +0(z7F77)
~\d(2) IEZEE D '
So we see that (2.8) holds with k replaced by & + 2.

Therefore, by mathematical induction, we find that (2.8) holds for all k.
The uniqueness of the Laurent expansion around infinity, then implies that
f(z)=¢(z), whenever f is the limit of a sequence of functions as in (2.7).

Now, to complete the proof, it is enough to observe that for n;, N; — oo
with n;/N; — t, we have that the functions f; defined by (2.7) belong to the
normal family (2.5) if j is sufficiently large. By normality, the sequence { f;}
has a subsequence that converges uniformly on compact subsets of
C\[m, M1, and by what has been proved above, the limit of any such sub-
sequence is equal to ¢. Therefore, by a standard compactness argument, the
full sequence { f;} converges to ¢ and this gives (2.2). |

Remark 2.3. Theorem 2.1 is an extension of a result of Van Assche and
Koornwinder [38], who obtained the ratio asymptotics (2.2) under addi-
tional hypotheses in the recurrence coefficients.

3. PROOFS

In this section we give the proof of Theorems 1.4 and 1.10.

Proof of Theorem 1.4. Assume that the conditions of the theorem are
satisfied and let > 0. First we prove (1.9) under the additional assumption
that there is a number #* > ¢ such that

M :=sup {|b, y|:n<t*N} +2sup {a, y: n<1*N} < 0. (3.1)

This finiteness assumption deals with the behavior of the recurrence coef-
ficients for small n/N, as it follows from the convergence (1.7) that the
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recurrence coefficients are uniformly bounded if n/N is restricted to a com-
pact subset of (0, c0).

From the above assumption it follows that the zeros of the orthogonal
polynomials p,, y, n<t*N, are all in the interval [ —M, M], see e.g. [37].
From (1.7) and (3.1) it is further clear that M >b(s)+ 2a(s) and
— M < b(s)—2a(s) for every se[0, t*].

We use P, y to denote the monic orthogonal polynomials. That is,
P, n=Dun/Vnn Where y, n is the leading coefficient of p, ,. Since
Ap 41, nPr+1. v and p, n(z) have the same leading coefficient, we have for
every k,

Pk+1,N(Z) _ak+1,Npk+1,N(Z)

Py ~(2) Pk, ~(2) '

and it follows that

P, v(z)= nl:[I Ai 41, NPk +1, ~2) .

k=0 Pk, ~2)
Then we obtain
1 P nill Qg 11, NPi+1, N(2)
~log |P,, -
w(z Pk, ~2)

a[sn]+1,Np[sn] +1,N(Z)
p[sn],N(Z)

ds. (3.2)

= Jo log

Here [sn] denotes the integer part of sn. As n/N — t, we have [sn]/N — st
for every s > 0. Thus it follows from (1.7) and Theorem 2.1 that

_ _ 2
lim a[sn]+1,Np[sn]+1,N(Z):Z b(Sl)+\/<Z s(St)> 7a(st)2 (33)

n/N—t p[sn],N(Z) 2

for every ze C\[ =M, M]. Furthermore, by Lemma 2.2, we have the
estimates

dist(z, [ —M, M]) <

ak+1,Npk+1,N(Z)’<2 |z| (34)
Pk,N(Z)

for |z| > M. Then we get by (3.2)-(3.4) and Lebesgue’s dominated con-
vergence theorem, for |z| > M,

2
lim ~log P, (2 )|=rlog Z_”(S’)+/<Z_b(”)> —a(st)?| ds
n/N—>t N 0 2 2
| e —b “h(s)\2
:;L log z 2(S)+\/<Z 2(S)> —a(s)?| ds.
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Using the fact that the logarithmic potential of the measure @p ) g7 18
equal to

1
UL 0 (z) = f log [EE= o> o(s), psy1 (V)

. [

for ze C\[a(s), B(s)], see [30], we get that for |z| > M,

—log

1 1
lim flog|P,,’N(z)|=—;J Uetosn(z)ds= —U(z),  (3.5)
0

n/N—>tnNn
where ¢ is the measure

1 rt

g :;L DLa(s), ps)] 45-

As the zeros of P, n are in [ —M, M] for n<t*N, it follows that (3.5)

holds for all ze C\[ —M, M]. This gives by a standard argument, see

[30], that the polynomials P, , have ¢ as limiting zero distribution as

n/N — t. So we have proved (1.9) under the additional assumption (3.1).
To prove the theorem in the general case, we write for ¢ >0,

5) . 5) .
a;,)N':an+[5N],Na bi,,)1v‘:bn+[aN],N> (3.6)

where [0N] is the integer part of JN. We denote the orthogonal polyno-
mials generated by these recurrence coefficients by pﬁf)N. These polynomials
are known as the [dN]th associated polynomials.

From (1.7) and (3.6) we see that

lim af?y=a(1+9), lim b\ =b(1+9)
n/N -t ’ n/N —t ?

and, in addition, we get that the recurrence coefficients (3.6) are uniformly
bounded for n < *N. Thus, by what has been proved before, for > J,

1 t—0o
lim v(p® =—J w ds
Jim (P o) 1~ La(s +8), fls +3)]

1

t
P L O Lags), p(s)] 45 (3.7)

Next, it is well known that the zeros of p, n separate the zeros of its
[0N]th associated polynomial of degree n—[JN], that is, the zeros of
P (sny. v~ This means that there are n —[6N] zeros of p,, y that interlace
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with the zeros of p{”) sy1. In view of (3.7), it follows that these zeros are
asymptotically distributed as the right hand side of (3.7) as n/N — ¢. Hence
they give a contribution

1—9/t
7J OLags), pis)] 4 _7j OLags), pisy1 45 (3.8)

to the asymptotic zero distribution of p, » as n/N — ¢.

What remains are [0N] = (J/t) n zeros of p,, n. Their contribution to the
asymptotic zero distribution of p, » is negligible as 6 — 0. Thus we can let
0— 0 in (3.8) to obtain (1.9). This completes the proof of Theorem 1.4. |

Proof of Theorem 1.10. From Theorem 1.4 it follows that the zeros of
the orthogonal polynomials p, » are dense in the support of the measure

1

t
7 J Ofa(s). ps1 4
0

whenever N — oo and n/N — t. Thus in view of (1.10)

lim sup x; (n, N) < min «a(s),
n/N—t 0<s<t

lim inf x,(n, N) > max f(s)

n/N —t 0o<s<rt
To prove the converse, we use the inequality

Xy(n, N)> min (bk,N_ak,N_ak+l,N)’ (3.9)
o<k<n—1

and a similar inequality for x,(n, N), see [37, p.437]. From the assump-
tions of the theorem, it follows easily that the right-hand side of (3.9) tends

to ming < <, a(s) as n/N — t. This immediately gives

lim inf x,(n, N) > min o(s).
n/N —t 0<s<t

Similarly

lim sup x,(n, N) < max f(s)

n/N—t 0<s<t

and we have proved (1.13) and (1.14). This completes the proof of
Theorem 1.10. |
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4. EXAMPLES

Theorem 1.4 can be used to obtain asymptotic zero distributions of many
classes of orthogonal polynomials, that are known in the literature. We
present here a selection of the results that can be obtained. For definitions
and special properties of the orthogonal polynomials appearing below, we
refer the reader to [2, 33] and especially to the useful report [16].

4.1. The Nevai—Blumenthal Class M(a, b)
If the recurrence coefficients in (1.1) satisfy

lim a,=a/2, lim b,=beR,

n— oo n— oo

then the orthogonal polynomials are said to belong to the class M(a, b)
introduced by Nevai [23]. If we define for each N,

an,N::ann bn,N::bn’

then the condition (1.7) in Theorem 1.4 is satisfied with constant functions
a(t)=a/2 and b(t) =b. Hence, according to Theorem 1.4, the asymptotic
zero distribution is equal to wg,_, 5 ,7- Thus Proposition 1.1 is a special
case of Theorem 1.4.

4.2. Jacobi Polynomials

Orthonormal Jacobi polynomials p™# o f> —1, are in the class
M(1, 0) since they have recurrence coefficients

g = \/ n(n+o+ p)(n+a)n+p) 41
"IN Qe D 2ntat fF Qnr ot 1)’ :
and
. ﬁZ_OCZ
P ot pontatfr2) (4.2)

Thus the Jacobi polynomials have the arcsine measure w;_;;; as
asymptotic zero distribution.

More interesting limiting behavior can be obtained if the parameters
a=ay, and =, depend on N. Jacobi polynomials with varying
parameters were considered before in a number of papers [1, 4, 8, 11, 15,
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227]. The corresponding recurrence coefficients are denoted here by a, »
and b, . Suppose the following limits exist

im =450, lim PX—p>o0,

N~>cf;N N — o

Then it is easy to get from (4.1), (4.2) that for >0,

. 2 /t(t+A+B)(t+A)(t+B)
Jm = (2t+A+B) : (4.3)
and
) BZ*AZ
Ay = 5 AT B (44)
So the functions a(#) and f(¢) from (1.8) are here
B*—A>—4 J(t+ A+ B)(t+ A)(t+ B
aft) = 1 )2( 1 +5) (4.5)
(2t+ A+ B)
B*—A’+4 Jt(t+ A+ B)(t+A)(t+ B
B1)= Vi )2( A ) . (4.6)
(2t+ A+ B)

See Fig. 1 for the curves « and f with 4=1 and B=2.

-0.61

FIG. 1. The curves a« and ff for A=1 and B=2.
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From Theorem 1.4 we deduce that the asymptotic zero distribution of
the Jacobi polynomials p'*v-#¥) n/N — ¢, is given by

1 rt
- fo O aion, sy 4 (4.7)

with a and f as in (4.5) and (4.6). The function a(s) is decreasing and f(s)
is increasing. Therefore, by Remark 1.5, the support of the measure (4.7) is
[«(?), B(¢)]. This is a smaller interval than [ —1, 1] unless 4 and B are
both 0. For each x e [a(t), f(¢)], there is a unique t_ =1¢_(x) e [0, t] such
that either a(z_ (x))=x, or f(z_(x))=x. Thus the density of the measure
(4.7) is

1 ¢t 1
1 P \/(ﬁ(s) —x)(x —ols))

ds,  xelar), f(0)],

see also (1.12). It is somewhat remarkable that this integral can be
evaluated explicitly in terms of elementary functions, leading to the density

24+ A+ B J(B(t) — x)(x—a(1))

2t 1 —x?

. xelar), f(1)].

In Fig. 2 we have plotted this density for A =1, B=2 and various values
of t.

-1 -0.5 0o 0.5 1

FIG. 2. Some densities for the asymptotic zero distribution.
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This limiting density for the zeros of Jacobi polynomials was obtained
earlier by Saff ez al. [31] in their work on incomplete polynomials, see also
Chen and Ismail [1] and Gawronski and Shawyer [11] for strong
asymptotics.

If at least one of 4 and B is different from 0, then the limiting relations
(4.3) and (4.4) are also valid for r=0. Then Theorem 1.10 gives us the
limits of the smallest and largest zeros, as obtained earlier by Moak et al.
[22].

Recently, Dette and Studden [4], see also [ 8], considered Jacobi poly-
nomials with parameters o, and S, tending to infinity essentially faster
than N. If (ay+ fn)/N— o0 and oy/fy — c€[0, 0], then the measure
(4.7) reduces to the Dirac measure at the point (1 —¢)/(1 + ¢). By rescaling
the independent variables as well, they were able to find interesting limit
distributions of the zeros of

PrvPi(yp(x — (1= 0)/(1+¢)))

with suitably chosen y, — 0. Dette and Studden used continued fraction
techniques, but these results can also be derived from the three-term
recurrence relations via our Theorem 1.4.

The same techniques used for Jacobi polynomials (i.e., changing the
parameters and rescaling the independent variable) can be used to obtain
asymptotic zero distributions of many systems of orthogonal polynomials
for which the recurrence coefficients are explicitly known. In this way one
may rederive, for example, the results on zero distributions of varying
Hermite and Laguerre polynomials given in [1, 4, 8, 9, 10].

4.3. Hahn Polynomials

Recently, classical orthogonal polynomials of a discrete variable have
been studied from the point of view of extremal problems in potential
theory. In order to describe the asymptotic zero distribution, Rakhmanov
[29] found that the minimal energy problem stated in Proposition 1.3
should be combined with an upper constraint for the extremal measure.
This constraint arises in a natural way from the fact that any two zeros of
an orthogonal polynomial are separated by at least one point of the sup-
port of the orthogonality measure. Rakhmanov studied discrete Chebyshev
polynomials 7, », n <N. These polynomials are orthogonal on the finite set
of points {0, 1, .., N—1},

1N—1
N Y tan(X) ty n(X)=0,  m<n<N,
x=0
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see, e.g., [2]. The rescaled polynomials

Tn, N(x) = tn,N<

(x+ 1)>
are orthogonal on the points —1 +2(k—1)/(N—1), k=1, ..., N, which are
in [ —1, 1]. Rakhmanov showed that for 7€ (0, 1),

hm V( Tn, N) ::uta

n/N—t

where u, minimizes the logarithmic energy

1
[ 10g du(x) du( y)
[x— yl

among all probability measures u on [ —1, 1] satisfying the constraint
du(x)<1/(2t) dx. In addition, he gave an explicit formula for y,.
We now show how to obtain the measures yu, from our Theorem 1.4. The
recurrence coefficients, in orthonormal form, for the polynomials 7', , are
N2_ 2
an, N— " ~ ) bn, N~— 0

(N—1)/2n—1)2n+1)

Thus, for te(0, 1], the limits (1.7) exist and the functions a and f from
(1.8) are

a(t)= —/1 =13 B(t)y=/1—1 0<r<l. (4.8)
See Fig. 3.

FIG. 3. The functions a and g for discrete Chebyshev polynomials.
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Note that a and f are defined on [0, 1] only. This clearly does not affect
the result of Theorem 1.4 as long as <1, see Remark 1.6. Thus we have
from (1.9)

1 t
lim W(T, y)=- j Opaor gy ds, 0<t<1. (4.9)
0

n/N —t ’ t

The density of the measure on the right hand side of (4.9) is given by
1 pmin(s /1 —x2) 1

Tt do V1 —57—x?

This is easily evaluated and the result is

1 t

— in | —— if <J1-1
" arc sin <\/1—7x2>’ if x|

1
2t°

ds.

(4.10)
it x| >1—2,

as was proved by Rakhmanov [29]. See Fig. 4 for the asymptotic density
corresponding to various values of ¢.

Observe that the density is equal to the constant 1/(2¢) for
xe[ =1L, a(t)] U[p(t), 1]. This is the region where the constraint 1/(2¢) dx
is effective.

-
}

0.871

o.671

N

-1 -0.5 (o] 0.5 1

FIG. 4. Densities for the zeros of discrete Chebyshev polynomials (z=0.3, 0.5, 0.7, 0.9).
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The discrete Chebyshev polynomials belong to the Hahn class of
orthogonal polynomials. These polynomials depend on N and on two addi-
tional parameters. The asymptotic distribution of the contracted zeros of
any member of this class has the density (4.10) if these additional
parameters are kept fixed. If we let them vary with N, we can obtain other
asymptotic zero distributions.

4.4. Krawtchouk Polynomials

Other polynomials of a discrete variable that have been studied by
Rakhmanov’s method of constrained equilibrium problems include the
Krawtchouk polynomials [ 5, 6] and the Meixner polynomials [ 17]. Since
the recurrence coefficients for these polynomials are known, the asymptotic
zero distributions for these systems can be obtained from our Theorem 1.4
as well. In particular, orthonormal Krawtchouk polynomials k,(x, p, N)
satisfy the orthogonality

% <N> p(L=p)N "k, (i) k(i) =0, s m,n<N,

i—o \ !

and their recurrence coefficients are

ay =/ (N_n+1)nPQa bn:(N_”)p"‘”%

where 0 <p <1 and ¢ =1 — p. Of interest here are the rescaled polynomials
k,(Nx, p, N), that have the recurrence coefficients a, y=a,/N and
b, y=0b,/N. Then we immediately find

lim a, y=+/pqt(1—1), lim b, y=(1—1)p+1q,

n/N —>t n/N —t

where we have to restrict ¢ to the interval [0, 1]. The functions « and f

now arc
a(t)=(1—1) p+1tq—2/pqt(1 —1),
Bt)y=(1—1) p+itq+2./pqt(1—1),

which are the lower and upper part of an ellipse, as shown in Fig. 5.

Observe that o attains its minimum 0 at = p and f its maximum 1 at
t=¢q. Let us assume that p <1/2 (the case p > 1/2 is similar). Then the sup-
port of the asymptotic zero distribution is [of(?), f(¢)] when ¢ <p, it is
equal to [0, f(7)] when p<t<gq, and it is [0, 1] when > ¢. The density
of the asymptotic zero distribution can be computed from (1.12). Using
t_(x) and 7, (x) as in Remark 1.7, we get for t <p,

(4.11)

1 jt ds

> > 4.12
0 J(Bs) —x)(x—as)) xe[a(t), f1)] (4.12)

nt
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B

o 0z 04 0.6 o8 1

FIG. 5. The functions o and f for Krawtchouk polynomials with p =2/5.

with o and f given by (4.11). For p <t <gq, the density is

1 pr+e( ds
nt ; 0, (1)1, 413
it L(X) \/(ﬂ(s)—X)(x—a(s)) xe[0, ()] (4.13)
and
L ds
mt . 414
& L-m N A

Finally, for ¢ > ¢, the density is

1 pr+() ds
mt 0 1 415
w0 J(ls) —x)(x —als) xe[0,a(r)JU[A(2), 1], (4.15)

and

ijt ds
Tty (x) \/(ﬂ(s)—x)(x—fl(s))’

All these integrals can be evaluated explicitly and they lead to the formulas
given by Dragnev and Saff [5, 6], who obtained these densities from the
constrained energy problem associated with Krawtchouk polynomials. The
constraint here is the measure (1/¢) dx on [0, 1] and there is also an exter-
nal field depending on ¢ and p.

xela(?), (t)]. (4.16)
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FIG. 6. Some densities for zeros of Krawtchouk polynomials with p=2/5 (1 is for 7 <p,
2 for p<t<gq, and 3 is for t>q).

See Fig. 6 for the asymptotic densities of the scaled zeros of Krawtchouk
polynomials. Here one sees that the constraint (1/¢) dx is effective in case
p<t<gq on the interval [0, «(z)] and in case ¢>g¢ on the two intervals
[0, ()] and [ S(¢), 1]. Indeed, it can be verified that the integrals in (4.13)
and (4.15) are equal to 1/z. In case ¢ < p, the constraint is not effective.

4.5. Regularly Varying Recurrence Coefficients

Quite often the recurrence coefficients of a system of orthogonal polyno-
mials are unbounded. In such a case, it is convenient to have a method to
describe the rate at which the coefficients tend to infinity. Regularly varying
functions are often of help in this situation. A non-negative function
¢: R* > R™* is regularly varying at infinity if for every >0 we have

. ¢(xl)_ ,
Jm e

where y is a real number, which is the exponent (or index) of regular varia-
tion. If the recurrence coefficients are such that

an

lim =a>0, lim b, =beR,

n— o (n) nooo P(n)

where ¢ is regularly varying with y > 0, then the recurrence coefficients are
unbounded and we say that they are regularly varying with index y. Many
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systems of orthogonal polynomials have regularly varying recurrence coef-
ficients, e.g., the Hermite polynomials for which a,= \/’% and b,=0
(hence y=1/2), the Laguerre polynomials for which a,=./n(n+a) and
b,=2n+a+1 (so that y=1), the Meixner-Pollaczek polynomials with
an=\/(52+ )n(n+n—1) and b,=(2n+#) 0 (again with y=1), and the
Meixner polynomials with a,=./cn(n+f—1)/(1—¢) and b,=[(1+c)n+
Bc]/(1 —c) (also with y=1). Also, all orthogonal polynomials with Freud
weights dp(x) =exp( — |x|Y?) dx have regularly varying recurrence coef-
ficients with index y (Freud’s conjecture, proved in [18]).

In order to apply our Theorem 1.4 to this situation, we consider the
scaled polynomials p, (¢(N) x) which have recurrence coefficients

_ 4 b _ bn
GNTGNY TN T RN)

The property of regular variation then gives the functions

T NPV ()

AT TN B(n) BN

so that the corresponding functions « and f are

a(t) =br’,

«(t)=(b—2a), P(t)=(b+2a)?.

The asymptotic zero distribution is thus given by the measure

1 rt
;L W[ (b—2a)s, (b+2a)s] ds.

Observe that the measure wp, 4 has a density wf, 4 (x) with the property
Ol as, ps7(X8) = O], p7(X)/s, so that the asymptotic zero distribution has the
density

1t 17

;L Oty —2a,5+241(X5 ") ds:ﬁ . Orp 24, b+241(X/V) yr=t ?/
This integral is a Mellin convolution of the density wp, ., 52,7 and the
density y?~1/(¢y) on [0, t’] and is known as the Nevai-Ullman density.
This measure is the zero distribution of orthogonal polynomials with Freud
weights (this is the case when b =0), which was obtained by Rakhmanov
[28] and Mhaskar and Saff [20]. Observe that for 5> —4a* <0 the sup-
port of the measure is [ (b —2a) t?, (b +2a) ], but that for b> —4a* >0 the
support is [0, (h+2a)t”] when b—2a>0, or [(b—2a)t’,0] when
b+2a<0. The case b*—4a*<0 corresponds to non-symmetric Freud
weights [36], and the case b*>—4a”* >0 corresponds to Freud weights on



190 KUIJLAARS AND VAN ASSCHE

a discrete set, such as Meixner polynomials [17] in the sense that the
Nevai—Ullman measure is indeed the asymptotic zero distribution for these
families of orthogonal polynomials. At present we do not know whether
the recurrence coefficients of these orthogonal polynomials are regularly
varying, but we conjecture that this is indeed the case.

Theorem 2.1 for regularly varying recurrence coefficients was first proved
in [35], see also [34, Theorem 4.10, p. 117]. Theorem 1.10 for log-slowly
varying coefficients, i.e., when ¢(log x) is regularly varying with index 0,
can be found in [24, Lemma 5]. Observe that every regularly varying func-
tion ¢ is also log-slowly varying.

For Charlier polynomials C®, a> 0, the orthogonality is on the non-

n °

negative integers with respect to the Poisson distribution

ak

Z C(k (‘”(k)k' 0. m#n

The recurrence coefficients are a,= \/CE and b,=n+a, so that q, is
regularly varying with index 1/2 and b, is regularly varying with index 1.
For the scaling we need to use the largest index and consider the polyno-
mials C'“(Nx). Then

b
a(t)= lim a—"zo, b(t)= lim Z=1,
n/N—1 N n/N —t

so that a(z) = () = t. The asymptotic distribution of the zeros of C“(Nx)
is therefore given by

% jot 5. ds,

where J, is the Dirac measure with mass 1 at the point s. This measure is
the uniform distribution on [0, ¢], which indicates that the distribution of
the zeros is completely determined by the constraint imposed by the dis-
crete set on which the polynomials are orthogonal. If we allow the
parameter a to grow with &, then we can find other zero distributions. For
the polynomials C“M(Nx) we have

a(t)= lim
n/N—»t n/N —t

=t+a,

V " Jat,  b(t)= lim ”+N"N—

so that the functions « and f are

at)=t+a—2Jar=(JSa— /1%  Bt)=t+a+2Jar=(Ja+. /1)
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Observe that the minimum of « is 0, which is attained when t=a, and f
is monotonically increasing. The support of the asymptotic zero distribu-
tion is therefore equal to [a(?), f(¢)] when t <a, and it is equal to [0, ()]
whenever ¢>a. The density can be obtained explicitly by evaluating the
integral (1.12), which gives for ¢ <a the density

%—larcsin <x+a—t>’ (f—\ﬂ)2<x<(\/c;+\ﬂ)2,

mt 2. Jax

and for 7> a the density

;, if 0<x<(a—n%
1—larcsin<x+a_[>, if (/1—a?<x<(/1+/a)
2t Tt 2 ax

Observe that for r>a we again get a uniform distribution on
Lo, (\/; — \ﬂ)z], which shows that the constraint imposed by the discrete
set is effective on that subinterval.

4.6. q-Orthogonal Polynomials

g-Orthogonal polynomials typically satisfy a recurrence relation whose
recurrence coefficients are functions of ¢". Setting g =c'" we are able to
use Theorem 1.4 to obtain interesting asymptotic zero distributions. Van
Assche and Koornwinder [38] found the asymptotic zero distribution of
the Wall polynomials with varying parameter ¢ =c'". As an example of
the use of Theorem 1.4, we will discuss the Stieltjes—Wigert polynomials
S,(x; g), which are orthogonal with respect to the log-normal distribution,

[ 8,5 4) Sl ) Wl g dv =0, n#Em,
0

w(x: g) =} exp( —7?log?(x)), x>0,
T

with 2= —1/(2logg) and 0 < g < 1.
The recurrence coefficients are

— 1+q_qn+l
an:\/l_q qz 1: bn:T~

q

Putting g =c'¥, 0 <c <1, and letting n/N — t > 0, we find

1—¢f 2—¢'
a(t): CZt N b(t):7
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FIG. 7. The curves a« and f for Stieltjes—Wigert polynomials (¢ =3/4).

Thus we can apply Theorem 1.4 with

2—c'=2/1—c" (1-/1=c")
e -

1
a(t)= = ,
" c* (1+/1—¢)?
and
2—c'+2./1—c" (14 /1=¢")? 1
Blt) = 3 = =

o2 czz (1 _ \/ﬁ)z .
The graphs of these functions are in Fig. 7.

It follows that the asymptotic zero distribution of the Stieltjes—Wigert
polynomials S, (x; ¢'/Y), n/N — ¢t >0, has a density given by
1 1

ity (o \/cfz“' +2(2—c¢") ¢ e —x?

ds,  xela(1), ()],

where ¢_ (x) €[0, ¢] is such that either a(7_(x))=x or f(z_(x)) =x. Note
that o is strictly decreasing and f is strictly increasing with o(0) = £(0) =1,
so that 7_ (x) is well-defined. After some computation one arrives at

4x — (xc"+1)?
xc'+1

arctan< > xela(t), f(1)],

ntx log(1/c)

for the density of the asymptotic zero distribution. See Fig. 8 for some
densities corresponding to various values of 7.
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o 2 4 6 8 10

FIG. 8. Some densities for the zeros of Stieltjes—Wigert polynomials (£ =1/2, 1, 2).

4.7. Tricomi—-Carlitz and Lommel Polynomials

Finally, we mention the work of Goh and Wimp [12, 13] on the zero
distribution of Tricomi-Carlitz polynomials f{*, see [2]. The asymptotic
zero distribution of these polynomials is the Dirac point mass at zero. To
obtain more interesting asymptotics, one has to rescale the independent
variable by a factor N "2, The polynomials f'*(N ~'2x) have recurrence

coefficients, in orthonormal form,

Nn
- b, n=0.
O N \/(n+oc—1)(n+oc)’ N

Thus the functions « and f from (1.8) are

see Fig. 9.

We now have the interesting feature that the functions o and f are
unbounded near z=0. Still Theorem 1.4 applies also to this case, and it
follows that the Tricomi-Carlitz polynomials /(N ~'2x) have asymptotic
zero distribution

1 pmin(z, 4/x?) 1
f ds, xeR

ntdo V45 —x?

Tt
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st

-10—1

FIG. 9. The functions « and f for Tricomi—Carlitz polynomials.

as n/N — t. The measure is now supported on the whole real line. The
integral is easy to evaluate and the result is

nit | x|
2
tlx|?’

s (aresin(|x] /7/2) — |x|/4 /(4 —x%1)),  if x| <

s

(4.17)

it x| >

b}

S e

-4

> 0 ) A

FIG. 10. Some densities for the zeros of Tricomi—Carlitz polynomials for t=1, 2, and 5.
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see Fig. 10. This agrees with the asymptotic distribution found by Goh and
Wimp [13]. Their proof was based on the integral representation of the
Tricomi—Carlitz polynomials.

Tricomi—Carlitz polynomials are orthogonal on the set { +(k +«)
k=0,1,2,..}, which is discrete with one accumulation point at the origin.
Between two points of this set there can be at most one zero of the ortho-
gonal polynomial /(. Similar to the discrete Chebyshev polynomials
(Subsection 4.3), the distribution of the rescaled points { + N'?/(k + a)'?}
is a natural constraint for the density of the zeros. The part of the density
(4.17) for |x| = 2/\ﬂ comes from this constraint.

Note that the density (4.17) does not depend on the parameter a. Vary-
ing a=o, linearly with N, we find other non-trivial asymptotic zero
distributions for Tricomi—Carlitz polynomials. These measures are again
supported on bounded intervals.

A similar analysis can be made for modified Lommel polynomials £, ,,
see [2]. The orthonormal polynomials have recurrence coefficients

—1/2.

1
2_ b,=0
“n dn+v)(n+v—1)° "

so that lim,_, , a,=0, as is the case for Tricomi—Carlitz polynomials.
For the rescaled polynomials 4, ,(x/N) we have recurrence coefficients
a, y=Na, and b, , =0, hence the functions « and S are

1 1
a)=—. HO=s5.

These are again unbounded near ¢=0. The distribution of the zeros of
h, ,(x/N) is given by

1 \[min(t, 1/2 |x]) 1

— s, x€eR,
0 1/(4s%) — x2

nt

as n/N — t. This integral can be evaluated explicitly, giving

1 1
(1=/1=477), i |x <5,

X

1 1
— if =>—.
ntx?’ i x| 2t

(4.18)

This density is again supported on the whole real line, and the part for
|x| = 1/(2¢) reflects the constraint posed by the distribution of the points of
the support of the orthogonality measure. Indeed, the modified Lommel
polynomials are orthogonal on the set {1/j,_; ,: k=0, +1, +£2, ...}, where
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{Jy_1.x} are the zeros of the Bessel function J

The asymptotic distribu-

v—1-

tion of the points { N/j,_; ,} near the origin can be determined from the
behavior of the large zeros of the Bessel function, which is j, ;.=
km+ O(1) as k — oo, and this explains the density 1/(7zx?).
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12.

13.
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